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Methodology

● Mitigate data-constraints: explore augmentation 
● Systemic investigation of weight-freezing for 

continual learning from adults to children ASR. 
● Elastic weight consolidation: retain important 

information from adults ASR + learn new aspects 
of children’s ASR. 

● Present results on the unseen clinical dataset with
naturalistic conversations.

● State-of-the-art models need large datasets during 
training, for optimal performance.

● Inadequate development of ASR models for 
low-resource languages and atypical populations.

● Solution: Pre-training+ fine-tuning?
● Leads to catastrophic forgetting

Objective
ASR for adult-child conversations with minimal
labelled data

● Pre-trained model: xls-r-300m-danish-nst-cv9
● Data Augmentation:
○ Child-like characteristics to training speech 

samples
○ Noise augmentation for robustness

● Continual Learning
○ Weight freezing
○ Elastic weight consolidation

Results
1. Impact of data-augmentation
2. Weight freezing (vs) Elastic weight 

Consolidation (EWC) on:
a. Adult and children
b. Clinical data

3. Final models
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