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● Proposed semi 
supervision method 
yields more consistent 
latent space.

● Consistent latent space 
→transferable to 
unseen (low-resource) 
languages.

                     Objective and Proposal

● Goal: Obtain emotion representations from speech that 
are transferable to low-resource (data and labels) 
languages. 

● Proposal: Semi-supervised DAE→to  shape the latent 
space with emotion-relevant information.

● Contributions: 
○ Method for continuous metric learning to order 

samples in latent space.
○ Data labels with activation and valence annotations 

for open datasets.
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 Conclusions

● Semi-supervision using activation and valence 
labels.

● DAE Loss function: Minimize reconstruction loss 
+ similar distance between embedding and labels.

● Trained on single (large) dataset, tested on transfer 
(>4) datasets. 

Motivation

● Speech Emotion Recognition (SER): Infer emotional 
state of individuals from speech signals.

● SER applications: Commercial sector, education, 
healthcare.

● Challenges: Generalization over languages, corpora; 
interpretability.

Methodology
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